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more positive form of seeking opportunities for comity. Positive politeness means
observing the PP in that, for example, if you have an opportunity to congratulate h
on his 100th birthday, you should do so. In the third category are COLLABORATIVE
illocutionary functions (c), for which politeness is largely irrelevant. Most written
discourse comes into this category. And in the fourth category of coNFLicTivE
functions, politeness is out of the question, because conflictive illocutions are, by
their very nature, designed to cause offence. To threaten or curse someone in a
polite manner is virtually a contradiction in terms: the only way to make sense of
the idea is to suppose that the speaker does so ironically (see 6.3). Presumably in the
course of socialization children learn to replace conflictive communication by other
types (especially by the competitive type), and this is one good reason why
conflictive illocutions tend, thankfully, to be rather marginal to human linguistic
behaviour in normal circumstances.

Hence, in considering polite and impolite linguistic behaviour, we may confine
our attention mainly to competitive and convivial illocutions, with their
corresponding categories of negative and positive politeness.

5.2 Searle’s categories of illocutionary acts

The above classification is based on functions, whereas Searle's classification of
illocutionary acts (1979[1975a]) is based on varied criteria.’ Before proceeding,
however, we will find it useful to relate the two classifications, and show how
politeness affects Searle’s categories. Roughly speaking, Searle’s categories are
defined as follows (for further discussion, see 9.2-3)?

1. ASSERTIVES commit 5 to the truth of the expressed proposition: eg stating,
suggesting, boasting, complaining, claiming, reporting. Such illocutions tend to
be neutral as regards politeness, ie they belong to the collaborative category (c)
above. But there are some exceptions: for example, boasting is generally
considered to be impolite. Semantically, assertives are propositional.

2. DIRECTIVES are intended to produce some effect through action by the hearer:
ordering, commanding, requesting, advising, and recommending are examples.
They frequently belong to the competitive category (a), and therefore comprise a
category of illocutions in which negative politeness is important. On the other
hand, some directives (such as invitations) are intrinsically polite. To avoid
confusion in using the term ‘directive’ in relation to ‘direct and indirect
illocutions’, 1 have preferred to use the term imMposmve for competitive
illocutions in this class.

3. COMMISSIVES commit s (to a greater or lesser degree) to some future action; eg
promising, vowing, offering. These tend to be convivial rather than competitive,
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124 How to do things with Words

commas, and in such cases we refer to the phatic and
not the rhetic act.

The case (b), of miscellaneous acts falling outside our
classification, is more difficult. A possible test would be
the following: where we can put the y-verb' into a non-
continuous tense (preterite or present) instead of the
continuous tense, or equally where we can change the
‘in’ into ‘by’ while keeping the continuous tense, then
the y-verb is not the name for an illocution. Thus, for
“In saying that he was making a mistake’, we could put,
without change of sense, either ‘In saying that he made
a mistake’ or ‘By saying that he was making a mistake’:
but we do not say ‘In saying that I protested” nor ‘By
saying that I was protesting’.

(2) But on the whole we might claim that the formula
does not go with perlocutionary verbs like ‘convinced’,
‘persuaded’, ‘deterred’. But we must qualify this a little.
First, exceptions arise through the incorrect use of
language. Thus people say ‘Are you intimidating me ?*
instead of ‘threatening’, and thus might say ‘In saying x,
he was intimidating me’. Second, the same word may
genuinely be used in both illocutionary and perlocu-
tionary ways. For example, ‘tempting’ is a verb which
may easily be used in either way. We don’t have ‘I
tempt you to’ but we do have ‘Let me tempt you to’,
and exchanges like ‘Do have another whack of ice-
cream’—'Are you tempting me?’. The last question

* [That is, the verb substituted for 5" in ‘In saying » I was j-ing".
10U,
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would be absurd in a perlocutionary sense, since it
would be one for the speaker to answer, if anyone. If
I say ‘Oh, why not?’ it seems that I am tempting him,
but he may not really be tempted. Third, there is the
proleptic use of verbs such as, for example, ‘seducing’
or ‘pacifying’. In this case ‘trying to' seems always a
possible addition with a perlocutionary verb. But we
cannot say that the illocutionary verb is always equi-
valent to trying to do something which might be expressed
by a perlocutionary verb, as for example that ‘argue’ is
equivalent to ‘try to convince’, or ‘warn’ is equivalent
to ‘try to alarm’ or ‘alert’. For firstly, the distinction
between doing and trying to do is already there in the
illocutionary verb as well as in the perlocutionary verb;
we distinguish arguing from trying to argue as well as
convincing from trying to convince. Further, many
illocutionary acts are not cases of trying to do any per-
locutionary act; for example, to promise is not to try to
do anything.

But we may still ask whether we may possibly use ‘in’
with the perlocutionary act; this is tempting when the
act is not intentionally achieved. But even here it is
probably incorrect, and we should use ‘by’. Or at any
rate, if I say, for example, ‘In saying x I was convincing
him’, I am here accounting not for how I came to be
saying x but for how I came to be convincing him; this
is the other way round from the use of the formula in
explaining what we meant by a phrase when we used the
‘in saying’ formula, and involves another sense (‘in the



X programme of finding a list of explicit performative
words, notably verbs, we made a fresh start by consider-
ing the senses in which to say something is to do some-
thing. Thus we distinguished the locutionary act (and
within it the phonetic, the phatic, and the rhetic acts)
which has a meaning; the illocutionary act which has a
certain force in saying something; the perlocutionary
act which is the achieving of certain effects by saying
something.

We distinguished in the last lecture some senses of
consequences and effects in these connexions, especially
three senses in which effects can come in even with
illocutionary acts, namely, sccuring uptake, taking effect,
and inviting responses. In the case of the perlocutionary
act we made a rough distinction between achieving an
object and producing a sequel. Tlocutionary acts are
conventional acts: perlocutionary acts are nof conven-
tional. Acts of both kinds can be performed—or, more
accurately, acts called by the same name (for example,
acts equivalent to the illocutionary act of warning or the
perlocutionary act of convindng)—can be brought off
non-verbally; but even then to deserve the name of an
illocutionary act, for example a warning, it must be a
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conventional non-verbal act: but perlocutionary acts are
not conventional, though conventional acts may be made
use of in order to bring off the perlocutionary act. A
judge should be able to decide, by hearing what was
said, what locutionary and illocutionary acts were per-
formed, but not what perlocutionary acts were achieved.



LECTURE V

T the end of the previous lecture we were recon-
sidering the question of the relations between
the performative utterance and statements of

various kinds which certainly are true or false. We men-
tioned as specially notable four such connexions:

(1) If the performative utterance ‘I apologize’ is happy,
then the statement that I am apologizing is true.

(2) If the performative utterance ‘I apologize’ is to be
happy, then the statement that certain conditions obtain
—those notably in Rules A. 1 and A. 2—must be true,

(3) If the performative utterance ‘I apologize’ is to be
happy, then the statement that certain other conditions
obtain—those notably in our rule I'. 1—must be true.

(4) If performative utterances of at least some kinds
are happy, for example contractual ones, then statements
of the form that I ought or ought not subsequently to do
some particular thing are true.

I was saying that there seemed to be some similarity,
and perhaps even an identity, between the second of these
connexions and the phenomenon which has been called,
in the case of statements as opposed to performatives,
‘presupposition’: and likewise between the third of these
connexions and the phenomenon called (sometimes and
not, to my mind, correctly) in the case of statements,
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the context in which they occur, and some pre-existing knowledge of what would be a
likely message as we work toward a reasonable interpretation of what the producer of
the sign intended it to convey. Our interpretation of the “meaning™ of the sign is not
based solely on the words, but on what we think the writer intended to communicate.

We can illustrate a similar process with our second example (Figure 10.2), taken
from a newspaper advertisement. If we only think about the meaning of the phrase as
a combination of the meanings of the words, using Furniture Sale as an analogy, we
might arrive at an interpretation in which someone is announcing the sale of some
very young children. Of course, we resist this possible interpretation and recognize
instead that it is advertising a sale of clothes for those young children. The word
clothes doesn't appear in the message, but we can bring that idea to our interpretation
of the message as we work out what the advertiser intended us to understand. We are

actively involved in creating an interpretation of what we read and hear.

Context )

In our discussion of the last two examples, we emphasized the influence of context.
There are different kinds of context. There is obviously the physical context, which
can be the location “out there” where we encounter words and phrases (eg. the word
BANK on a wall of a building is understood as a financial institution). There is also the
linguistic context, also known as co-text. The co-text of a word is the set of other
words used in the same phrase or sentence. If the word bank is used with other words
like steep or overgrown, we have no problem deciding which type of bank is meant.
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Or, when someone says that she has to get to the bank to withdraw some cash, the co-
text tells us which type of bank is intended.

Deixis

There are some very common words in our language that can't be interpreted at all if
we don't know the context. These are words such as here and there, this or that, now
or then, yesterday, today or tormaorrow, as well as pronouns such as you, me, she, hin,

it, them. Some sentences of English are virtually impossible to understand if we don't



S e
Spatial deixis: here, there, beside vou, near thet, above your head

Temporal deixis: now, then, lost week, later, tomorrow, yesterday

All these deictic expressions have to be interpreted in terms of which person, place or time
the speaker has in mind. We make a broad distinction between what is close to the speaker
(this, here, nowr) and what is distant (thet, there, thent). We can also indicate whether
movement is away from the speaker (go) or toward the speaker (comie). Just think about
telling someone to Go to bed versus Come o bed. Deixis can even be entertaining. The bar
owner who puls up a big sign that reads Free Beer Tormommow (1o get you 1o return to the

bar) can always claim that yvou are just one day too early for the free drink.

Reference>

In discussing deixis, we assumed that the use of words to refer 1o people, places and
times was a simple matter. However, words themselves don't refer to anything. Peaple
refer. We have to define reference as an act by which a speaker (or writer] uses
language to enable a listener (or reader) to identify something. To perform an act of
reference, we can use proper nouns [Chomsky, Jennifer, Whiskas), other nouns in
phrases (o writer, my friend, the cat) or pronouns (he, she, it). We sometimes assume
that these words identify someone or something uniguely, but it is more accurate to

say that, for each word or phrase, there is a “range of reference.” The words Jenrfer

{ Pragmatics 129

or friend or she can be used to refer to many entities in the world. As we observed
earlier, an expression such as the war doesn’t directly identify anything by itself,
because its reference depends on who 15 using it.

We can also refer to things when we're not sure what to call them. We can use
expressions such as the blue thing and that icky stuff and we can even invent names.
For instance, there was a man who always drove his motorcycle fast and loud through
my neighborhood and was locally referred to as Mr. Kowasaki. In this case, a brand

name for a motorcycle is being used to refer to a person.

Inference
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expressions such as the biue thing and that icky stuff and we can even invent names.
For instance, there was a man who always drove his motorcycle fast and loud through
my neighborhood and was locally referred to as Mr. Kawasaki. In this case, a brand
name for a motorcycle is being used to refer to a person.

Inference

As in the “Mr. Kawasaki” example, a successful act of reference depends more on the
listener/reader’s ability to recognize what the speaker/writer means than on the
listener's “dictionary”™ knowledge of a word that is used. For example, in a restaurant,
one waiter can ask another, Where's the spinach salad sitting? and receive the reply,
He's sitting by the door. If you're studying linguistics, you might ask someone, Can
Hook at your Chomsky? and get the response, Sure, it's on the shelf over there. And when
vou hear that jennifer is wearing Calvin Klein, you avoid imagining someone called
Calvin draped over poor Jennifer and recognize that they 're talking about her clothing.

These examples make it clear that we can use names associated with things
(salad) to refer to people, and use names of people (Chomsky, Calvin Klein) to refer
to things. The key process here is called inference. An inference is additional infor-
mation used by the listener to create a connection between what is said and what
must be meant. In the Chomsky example, the listener has to operate with the infer-
ence: “if X is the name of the writer of a book, then X can be used to identify a copy of
a book by that writer.” Similar types of inferences are necessary to understand
someone who says that Picasso is in the museum, We saw Shakespeare in London,
Mozart was playing in the background and The bride wore Giorgio Armani.

Anaphora

We usually make a distinction between how we introduce new referents (a puppy)
and how we refer back to them (the puppy, it}.

We saw a funny home video about a boy washing a puppy in a small bath.
The puppy started struggling and shaking and the boy got really wet.
When he let go. it jumped out of the bath and ran away.

In this type of referential relationship, the second (or subsequent) referring expression
is an example of anaphora (“referning back”). The first mention is called the
antecedent. So, in our example, 2 boy. a puppy and a small bath are antecedents
and The puppy, the boy, he, it and the bath are anaphoric expressions.
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Presupposition

When we use a referring expression like this, he or Jennifer, we usually assume that
our listeners can recognize which referent is intended. In a more general way, we
design our linguistic messages on the basis of large-scale assumptions about what our
listeners already know. Some of these assumptions may be mistaken, of course, but
mostly they're appropriate. What a speaker (or writer) assumes is true or known by a
listener (or reader) can be described as a presupposition.

If someone tells you Your brother is waiting outside, there is an obvious presup-
position that you have a brother. If you are asked Why did you arrive late?, there is a
presupposition that you did arrive late. And if yvou are asked the question When did
you stop smoking?, there are at least two presuppositions involved. In asking this
question, the speaker presupposes that you used to smoke and that you no longer do
so. Questions like this, with built-in presuppositions, are very useful devices for

interrogators or trial lawyers. If the defendant is asked by the prosecutor, Ckay,
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Mr. Buckingham, how fast were you going when you went through the red Light?, there
is a presupposition that Mr. Buckingham did in fact go through the red light. If he
simply answers the How fast part of the question, by giving a speed, he is behaving as
if the presupposition is correct.

One of the tests used to check for the presuppositions underlying sentences involves
negating a sentence with a particular presupposition and checking if the presupposition
remains true. Whether you say My car is a wreck or the negative version My car is not a
wreck, the underlying presupposition (I huve @ car) remains true despite the fact that the
two sentences have opposite meanings. This is called the “constancy under negation”
test for identifying a presupposition. If someone says, [ used fo regret marrying hirm, bt
Idon’t regret marrying hirm now, the presupposition (I married him) remains constant

even though the verb regrer changes from affirmative to negative.

Speech udx)

We have been considering wavs in which we interoret the meaning of an utterance in
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Deixis

2.0 Introduction
The single most obvious way in which the relationship
bctwu\ llnmnee and context is reﬁectcd in the structures of

I 15 th h the p of deixis. The
term is borrowed from the Greck word for pointing or indicating, and
has as prototypcal or focal plars the use of ives, first

and second person pronouns, tense, specific time and place adverbs
like mow and here, and a variety of other grammatical features tied
directly to the circumstances of utterance.

Esxnlully deixis concerns the ways in which languages encode m

lize fe of the of or
event, and thus also concerns ways in which the mlcrpvenuon of

depends on the analysis of that context of utterance. Thus
the pronoun this does not name or refer to any particular entity on
all occasions of use; rather it is & variable or place-holder for some
particular entity given by the context (e &- by a gesture), The facts
of deixis should act as a to th 11 ists of
the simple but immensely important fact that natural languages are
primarily designed, 80 10 speak, for use in face-to-face interaction,
and thus there are limits to the extent 1o which they can be analysed
without taking this into account (Lyons, 1977a: s8gff).

The importance of deictic information for the interpretation of
utterances is perhaps best illustrated by what happens when such
information is lacking (Fillmore, 1975: 38-9). Consider, for example,
finding the following notice on someone's office door:

m I'll be back in an hour
Because we don't know when it was written, we cannot know when

the writer will return. Or, imagine that the lights go out as Harry has
just begun saying:

54
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of Napoleon. The truth of (4) in no way depends on who says it, but

2.1 Philosophical approaches

() Listen, 1I'm not disagreeing with you but with yow, snd not
sbout this but about this

Or, suppose we find a bottle in the sea, and inside it a message which

reads:

(1) Meet me here @ week from now with & stick about this big

We do not know who to meet, twhere or twhen to meet him or her, or
how big a stick to bring.

The many facets of deixis are 30 pervasive in natural languages, and
30 deeply grammaticalized, that it is hard to think of them 2s anything
other than an ial part of ics, If ics 1s taken to
include all conventional aspects of meaning, then perhaps most
deictic phenomena are properly considered semantic. However, by
at least some of the views that we reviewed in Chapter 1, deixis
belongs within the domain of pragmatics, because it directly concerns
the rel; hi the of 1 and the
in which they are used. But all such categorizations are theory-
dependent, and on the view that we have adopted for convenience,
namely that prugmatics concerns those aspects of mmmg md

language-structure that cannot be cap {in a h
semantics, the gnmmancul category of deixis will probably be found
o ddle the /p i hord:r

Theimp point, wh the /! icsb o
is drawn, is that deixis concerns the encoding of many dlﬂ'crcm
uspects of the ci sur ding the , within the

utterance itself. Natural language utterances are thus “anchored’
directly to aspects of the context.

2.1 Philosophical approaches
The topic of deixis, or as philosophers usually prefer,
indexical e:pmdam (or just -ndedc-h) mn) be unfully
pp hed by i g how di deals
with certain natural | 1 Suppose we identify the
content of & vnth its truth conditions, then the
semantic content of

(4) Letizia de Ramolino was the mother of Napoleon

will amount to a specification of the ci under which it
would be true, namely that the individual known as Letizia de
Ramolino was in fact identical to the individual who was the mother

58

2.1 Philorophical approaches

(|l)vn'llbelnlej'\minmenmn'uuﬂiovmmn'mq/cmkil'
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the uddressee, at CT". However this won't quite do cither - one can
say:

(84) When I'm in the office, you can come to see mo

where come glosses a3 ' movement towards the location of the speaker
at the time of some other specified event” (let us call this time
reference time). Such a usage is still ultimarely deictic, in that it
makes reference to participant-role, but it is not directly place-deictic
(in that there is no anchorage to the location of the present speech
event). In ive, we i di with even this last vestige
of deictic content, using come relative to the locations of protagonis
rather than partici but this deictic usage we shall ignore.
Our third approximation to a gloss for come is therefore: 'motion
towards speaker's location, or addressee’s location, at either CT, or
reference time’,

Our analysis is still incomplete, however, as there is a deictic usage
of come that is based not on participants’ acrual location, but on their
normative location or home-base. Hence the possibility of saying,
when neither speaker nor addressee is at home:

(Bs5) I came over several times to visit you, but you were never there

So we must append another clause to our gloss, namely: “or motion
towards the home-base maintained at CT by either speaker or
addressee . Very similar remarks throughout can be made for go, and
also for verbs like bring and take (see Fillmore, 1975: soff).

A number of Amerindian | de refe to home-base
in a more systematic way. Thus in Chinantec, there are four
expressions to choose from if one wants to say ‘Pedro moved 1o X',
depending on the following criteria: (i) one verb form is used if the
speaker Sisat X at CT, and X is $'s home-base; (i1) another is used
if S is at X, but X is not §'s home-base; (iii) a third is used if S is
not at X, but X is $'s home-base; (iv) a fourth is used if S is not at
X, and X is not 8's home-base (Fillmore, 1971b: 16)

Further complexities in place deixis arise if the speaker is
motion — it then becomes quite possible to use temporal terms in
order to refer to deictic locations, as in:

(86) 1 first heard that ominous rattle tem miles ago
(87) There's a good fast food joint just tem minutes Srom keve

This raises the issue about whether time deixis or place deixis is more

84

2.2 Decriptive approaches

basic. Lyons (1977a: 66g) inclines to & view that, since place-deictic
terms like this and that can be used in a temporal sense (especially
to refer to proximal and distal parts of an unfolding discourse), place
deixis is more fundamental than time deixis. Such a view is favourable
10 localism, the theory that attempts to reduce non-spatial to spatial
expressions (Lyons, 1977a: 7:86). But the usage in (86) and (87) can
be used 1o reverse the argument, and in general each domain (space
and time) provides fertile ground for metaphors about the other (see
Chapter 3 below). In addition, deictic locations always have to be
specified with respect to the location of a participant at coding time,
i.e. place deixis ulways incorporates a covert time deixis element,
while the converse is not true.

2.2.4 Discourse deixis
Discourse, or text, deixis concerns the use of expressions
within some utterance to refer to some portion of the discourse that
ins that (including the itself). We may also
include in discourse deixis a number of other ways in which an
utterance signals its relation o sur ext, g, initial
anyway seemns to indicate that the utterance that contains it is not

dd dtothe i diatel ding d but to one or more
steps back. (Such signals are deictic because they have the distinctive
relativity of ref being anchored to the di location of the

current utterance.) The only detailed accounts of this area of deixis
are, again, to be found in Fillmore, 1975 and Lyons, 1977a: 66711,
Since discourse unfolds in time, it seems natural that time-deictic
words can be used to refer to portions of the discourse; thus
analogously to last toeek and mext Thursday, we have in the last
paragraphk and in the next Chapter, But we also have place-deictic
terms re-used here, and especaally the demonstratives this and that.
Thus this can be used to refer to a forthcoming portion of the
discourse, us in (88), and that to a preceding portion, as in (89):

(88) 1 bet you haven't heard thir story
(89) That was the funniest story 1've ever heard

Considerable confusion is likely 10 be caused here if we do not
i diately make the distinction b i deixis and ana-
phora. As we noted, anaphora concerns the use of (usually) a pronoun
to refer to the same referent as some prior term, as in:
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(90) Harry's » sweetheart; he's 5o considerate
where Harry and he can be said to be co-referential, i.e. pick out
the same referent. Anaphora can, of course, hold within sentences,
across sentences, and across wims at speaking in a dialogue. Deictic
or other definite referring expressions are often used to introduce a
referent, and anaphoric pronouns used to refer to the same entity
Tt is i to however, that deictic and
anaphoric usages are not mutually exclusive, as was remarked in
connection with example (40) above, Nevertheless, in principle the
distinction is clear: where a pronoun refers to a linguistic expression
(or chunk of di itself, itis d deictic; where a pronoun
refers to the same entity as a prior linguistic expression refers to, it
is anaphoric. It follows that there is a close, but quite unexplored,
relation between discourse deixis and mention or quotation ; thus in
the following example (from Lyons, 1977a: 667):

(91) A: That's a rhinoceros
B: Spell it for me

it refers not to the referent, the beast itself, but to the word rhimaceros.
Here, it is not doing duty for a use of rhinaceros but rather for a
mention of it. Further, the property of token reflexivity, as in the
following usage of this, is just a special case of intra-sentential
discourse deixis:

(92) This sentence is not true

Fillmore (1971b: 240) hopes that a theory of discourse deixis will
resolve the well-known paradoxes assaciated with sentences like (92)
(if it’s false, it's true; and if it’s true, it's false), and indeed with token
reflexivity in general.

A number of significant problems for the distinction between
anaphora and discourse deixia have been thrown up by the very
considerable body of work on pronominalization (sec Lyons,
1977b; Lyons, 1977a: 6621 for a review; and for recent work, sec R
Heny & Schnelle, 1979). Firstly, there are the so-called pronouns
of laziness (Geach, 1962: 125f7), #s in Karttunen’s well-known
sentence (see Lyons, 1977a: 673f0):

(93) The man who gave his paycheck to his wife was wiser than the
man who gave if o his mistress
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where it is not co-referential with his paycheck, but refers to what &
repetition of that NP would have referred to (namely the paycheck
of the man whose mistress got it) if it had occurred in place of it. One
could perhaps say that the pronoun here refers successfully via a
discourse-deictic reference to a prior NP. Secondly, in an exchange
like the following (from Lyons, 1977a: 668):

(54) A: I've never seen him

B: That's & lie

the pronoun that does not seem to be anaphoric (unless it is held that
it refers to the same entity that A’s utterance does, i.¢. & proposition
or & truth value); nor does it quite seem to be discourse-deictic (it
refers not to the sentence but, perhaps, to the statement made by
uttering that sentence). Rather, such a usage scems to fall in between:
Lyons (19778: 670) calls such usages impure textual deixis
“Thirdly, Lyons points out that if one thinks of anaphora as reference
to entities already established in the domain of discourse, then the
ways in which they are referred to in anaphoric reference commonly
make use of the order in which they were introduced by the discourse
itself. For example, the Turkish translation of (5) might be glossed
a8 (96), where the proximal demonstrative anaphorically refers to
the first referent introduced, and the distal demonstrative to the
second:

(9s) John and Mary came into the room; he was laughing but she
was crying

96} John and Mary came into the room: this was laughing, but that
was crying

In that case, there are good arguments for considering that anaphora

ultimately rests on deictic notions (Lyons, 1977a: 671). Such a
would have i ions for the

worries about the deictic nature of reference which were sketched in

section 2.1.

“To return to straightforward issues in discourse deixis, there are
many words and phrases in English, and no doubt most langusges,
that indicate the relationship between an utterance and the prior
discourse, Examples are utterance-initial usages of but, therefore, in
conclusian, to the contrary, still, however, anyrcay, well, besides, actually,
all in all, so, after all, and so on. It is generally conceded that
such words have at least a component of meaning that resists
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truth-conditional treatment (Grice, 1975; Wilson,
1070b). What thev smem 1o dn s indicats afran &

1975; Levinson,

e ———

2.2 Deseriptive approaches
left-dislocated sentences (Ross, 1967) like the following scem to
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truth-conditional treatment (Grice, 1975; Wilson, 1975; Levinson,
1979b). What they seem to do is indicate, often in very complex ways,
just how the utterance that contains them response to, or &
continuation of, some portion of the prior discourse. We still await
proper studies of these terms, but one kind of approach will be
sketched in the next Chapter under the rubric of conventional
implicature, another will be indicated in Chapter 6 in di ion of
the conversational uses of well (see Owen, 1981), and a third may be
found in Smith & Wilson (1979: 180), elaborated in Brockway (1981).
Some languages also have morphemes that mark such clearly
i d i y line, For inthe Amerindi
language Cubeo, the main protagonists and their actions in a story
are tagged by a particle in such a systematic way that a concise and

sccurate precis is obtained if just those ining the
particle are extracted (see Longacre, 1976a for many such cases in this
and other Amerindian | ; and And & Keenan, in press,

re the so-called fourth person category in Algonquisn languages, really
 discourse-deictic category).

Itis also well known that languages like Japanese and Tagalog have
topic markers distinct from case markers. Thus the Japanese
sentence

(o7} ano-hon-ue John-ga kat-ta
That book-topic John-subject bought

means roughly ‘as for that book (or, talking of that book), John
bought it’, where wa marks the topic, ga the grammatical subject
(where topic and subject are identical, only wa is used; Gundel, 1977:
17). In some |, the ical ding of topic is so
prominent, that it is not clear that the notion of subject has the same
purchase as it does in the analysis, for example, of Indo-European
languages (Lt & Thompson, 1976). A great deal of the discussion of
such topic markers has been with the sent i ]
organization of information as given (or the topic) vs. new (or
comment about the topic — see Gundel, 1977 for u review), But it is
clear that a major function of topic marking is precisely to relate the
marked utterance to some specific topic raised in the prior discourse,
ie. to perform a discourse-deictic function.
‘11)e same function secms to be performed in English, and in other
Iy fixed word-order | by word-order changes. Thus
88
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left-dislocated sentences (Ross, 1967) like the following scem to
mark the topic of the sentence by movement into initial position:**
(08) That blouse, it's simply stunning
(99) Vera, is she coming down then?
Studies of actual usage seemn to show that stems placed in this position
really do correlate with discourse topic, or what the participants are
ralking 'about’, although not always in simple ways (Duranti & Ochs,
1979). The issues that d the topic/ istinction are
at present quite ill und d, and di jon has been fused by
terminological chaos (see Gundel, 1977; Lyons, tgy7a: sooff),
although the subject is clearly of i [ i
theory.

The remarks in this section only sketch out a province for which
a proper theory of discourse deixis might provide an account, The
scope, as indicated, may be very large, ranging from the borders of
anaphora to issues of topic/comment structures.

2.2.8 Social deixis
Social deixis concerns “‘that sspect of sentences which
reflect or establish or are determined by certain realities of the social
situation in which the speech act occurs” (Fillmore, 1975: 76).
Fillmore, unfortunately, then proceeds to water down the concept of
social deixis by including, for example, much of the theory of speech
acts (see Chapter 5). Here we shall restrict the term to those aspects
of language structure that encode the social identities of part
perly, i \! P ip: les), or the social
between them, or between one of them and persons and entities
referred 1o, There are of course many aspects of language usage that
depend on these relations (sce e.g. Brown & Levinson, 1978, 1979),
but these usages are only relevant to the topic of social deixis in so

far as they are lized. Obvious of such gram-
icalizations are “polite’ and titles of address, but there
are many other i i f social deixis (see Brown & Levinson,

1978: 183-92, 281-5; Levinson, 1977, 1979b).

= Row propased left-dilocation a4 # tressformation, but there sex in fact
serious probless with sich an analysis, and it seems better 1o treat such topic
phrases us uppesitiae] NPy, not unlike vocatives, even though there s lintle
theary about haw to handle the syax sed semantics of thews (ses Gundel,
rory
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"There are two basic kinds of socially deictic information that seem
w0 be encoded in languuges around the world: relational and
absolute. The relational variety is the most important, and the
relations that typically get expressed are those between:

(i) spesker and referent (e.g. referent honorifics)

(i) speaker and nddressee (c.g. addressee honorifics)
(i) apesker sad bystander (e.x. bystander or sudience

5)
(i) speaker and setting (e.g. formality levels)

We can talk of honorifics just where the relation in (i)-{iii) concerns
relative rank or respect; but there are many other qualities of
relationship that may be grammaticalized, e.g. kinship relations,
totemic relations, clan membership, etc., a5 made available by the
relevant social system. The first three kinds of honorific were clearly
distinguished by Comrie (1976b), who pointed out that traditional
deacriptions have often confused (i) and (ii): the distinction is that
in (i) respect can only be conveyed by referring to the “target’ of the
respect, whereas in (i) it can be conveyed without necessarily
refeering t the target. Thus the familiar fu/vous type of distinction
in singular pronouns of address (which, following Brown & Gilman
(1960), we shall call T/V pronouns) is really a referent honorific
system, where the referent happens to be the sddressee. In contrast,
in many languages (notably the S. E. Asian languages, including
Korean, Japancse and Javanese) it is possible to say some sentence
glossing as "The soup is hot' and by the choice of & linguistic
alternate (e.g. for ‘soup') encode respect to the addressee without
referring to him, in which case we have an addressee honorific
system. In general, in such languages, it is almost impossible to say
anything at all which is not soci ically marked as i
for certain kinds of addressees only. In practice, though, the elaborate
“speech levels® of the S. E. Asian languages are complex amalgams
of referent and addressee honorifics (see Geertz, 1960 and Comrie,
1976b re Javanese; Kuno, 1973 and Harada, 1976 re Japanese),
The third kind of relational information, that between speaker and
bystander, is more rarely encoded in bystander honorifics. (The
term bystander here does duty s a cover term for participants in
audience role and for non-participating overhearers.) Examples
include the Dyirbal alternative vocabulary, referred to above, used
in the presence of taboo relatives (see also Haviland, 1979 re Guugu
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Yimidhirr), and certain features of Pacific languages, like aspects of
the *royal honorifics in Ponapean (Garvin & Reisenberg, 1052° 203).

To kinds of relational jon we may add a fourth,
namely the relation between speaker (and perhaps other participants)
and setting (or social activity). Although most languages are used

firtnly grammaticalized, for example in Japanese by so-called mar-
style, and in Tamil by a high diglossic variant (see below). Note ﬂ?n

uccentre, i i i iker, formality
is perhups best seen as involving a relation between all partici-
‘pant roles and situation (but see Irvine, 1979; J. M. Atkinson, 1982).

The other main kind of socially deictic information that is often
encoded is absolute rather than relational. There are, for example,
forms reserved for certain speakers, in which case we may talk (after
Fillmore, 1975) of authorized speakers. For example, in Thai the
morpheme khrdb is a polite particle that can only be used by male
speakers, the corresponding form rescrved for female speakers being
khi (Hass, 1964). Similacly, there is a form of the first person
pronoun specifically reserved for the use of the Japanese Emperor
(Fillmore, 1971b: 6). There are also in many languages forms
reserved for ipients, including restri on most
titles of address ( Your Homour, My President, etc.); in Tunica there
were pronouns that differed not only with sex of referent, but also
with the sex of the sddressee, so that there were, for example, two
words for ‘they’, depending on whether one was speaking to & man
or 3 woman (Haas, ibid.).

Having reviewed the main kinds of social-deictic information that
are grammaticalized by different languages, we may now conside
where in grammatical systems such distinctions are encoded. Note
that only the first kind of relational information, i.e. that on the
speaker-referent axis, imposes intrinsic limitations on the ways in
which such information can be encoded — namely in referring expres-
reasons, such referent honorifics are found for actors, their social

1 The difference may be mare appacene than resd; there may well be honorie

Asstralian “triangulac’ kin terms mentioned in section 2.2.1, % the role of

esher.

Deixis

erouns. their actione and halannines (6os o n (Cacers vnka cad

2.2 Descriptive approacher

[ESSRREERRTR VRIORIEY FPRy  SIRINEE  f S S



e presence of taboo relatives (see also Haviland, 1979 re Guugu

%

Deixis

groups, their actions and belongings (see e.g. Geertz, 1960 and
Horne, 19742 xxi re Javanese). We find, perhaps, pale shadows of
these latter in the English “elevated' terms residence (for ‘home"),
dine (for “eat’ or eat a meal"), lady (for ‘woman'), steed (for ‘horse)
and so on. Expressions referring to the addressce, though, are
particularly likely to encode speaker—referent relationships, due no
doubt to the addressee’s direct monitoring of the speaker's attitude
to him or her. Hence the world-wide distribution through quite
unrelated languages and cultures of the T/V distinction in second
person singular pronouns (Head, 1978; Levinson, 1978; for the
sociolinguistics, see Brown & Gilman, 1960 and Lambert & Tucker,
1976). The fact that the form of the polite or V pronoun is often
borrowed from the second person plural, or third person singular or
plural, pronouns, introd: i esi

systems (Comrie, 1975; Corbett, 1976; Levinson, 1979b). As we
noted, nominal predicates tend to agree with actual number and
person, finite verbs with the morphological person and number
encoded in the polite form of the pronoun, with language-specific
decisi i of iate kind. The other way in which
addressees are typically referred to, namely by titles of address, also
causes sgreement problems - a decision has 10 be made between
second or third person agreement, and, where relevant, between
which titles of address can co-occur with which degree of respect
encoded in verbal (Levi ., 1979b). In k with
honorifics, honorific concord can thus become an intricate aspect
of morphology, which cannot always be treated formally without
reference to the socially deictic values of particular morphemes.
These are some of the most important, and mast ignored, examples
of the direct interaction between pragmatics and syntax. Finally, let
us note that titles of address and all vocative forms seem invariably
marked for speaker-referent relationship: there is no such thing, it
seems, as a sociully neutral summons or address (see Zwicky, 1974:
795 re English).

The other kinds of socially deictic information, however, can be
encoded just about anywhere in the lingui system. Addressee
honorifics (including dishonorifics and intimacy markers), for
example, turn up in lexical alternates or suppletive forms (in e.g.
Javanese; Geentz, 1960), in morphology (in e.g. Japanese; Harads,
1976), in particles or affixes (in e.g. Tamil; Levinson, 1979b), in
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segmental phonology (in e.g. Basque; Corum, 1975: 96), in prosodics
(in e.g. Tzeltal honorific falsetto; Brown & Levinsan, 1978: 272), and
in many cases a mixture of these (in e.g. Javanese, Japanese,
Madurese, Korean). Similarly, bystander honorifics are encoded in
Dyirbal and Guugu Yimidhirr by an entirely distinct vocabulary as
we noted (Dixon, 1972: 32fT; Haviland, 197), and in other languages
by particles and morphology. Formality levels are encoded morpho-
logically in Japanese, but in Tamil by differences across all the levels
of the grammar, including phonology, morphology, syntax and
lexicon. Cases like the latter are usually termed diglossic variants
(Ferguson, 1964), although not everything so called has cither the
strict co-occurrence rules distinguishing levels or the restrictions in
use that formal Tamil has. Some such levels are restricted to the
medium, oral or written; but formal Tamil is used in both writing
and formal address or speech making.

The linguist interested in delimiting the scope of an overall
linguistic theary may b that iption of social deixi
will simply merge into saciolinguistics, and on this ground wish to
exclude consideration of social deixis from formal descriptions of
language al her. This would be In the first place,
as noted in section 1.2, @ boundary can be drawn between deictic
ues and wider sociolinguistic ones. For social deixis is concerned
with the grammaticalization, or encoding in language structure, of
social information, while sociolinguistics is also, and perhaps pri-
marily, concerned with issues of language usage. Despite the fact that
certain approaches seem to conflate the meaning and the use of
social-deictic items (see e.g. Ervin-Tripp, 1972), the possibility of
regular ironic usages of, for example, honorifics to children, argues
for the exi f prior and well. ished meanings independ
of rules of usage. Social deixis is thus concerned with the meaning
and grammar (e.g. the problems of honorific concord) of certain
linguistic i while sociolinguistics is also inter
alia, with how these items are actually used in concrete social contexts
classified with reference to the parameters of the relevant social
system (Levinson, 1979b). Thus, social deixis can be systematically
restricted to the study of facts that lic firmly within the scope of
structural studies of linguistic systems, leaving the study of usage to
another domain.

A second reason why grammarians should not simply ignore social
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deixis is that, while the study of English may suffer no obvious
penaltics for such neglect, there is scarcely a single sentence of, for
example, Japanese, ). Korean, th describ
from a strictly linguistic point of view without an analysis of social
deixis. The neglect of the subject as a whole is no doubt simply due
to the disproportionate amount of recent linguistic work that has been
done on English or closely related languages.

2.3 Conclusions

This Chapter has been very largely concerned, first, with
the presentation of some useful analytical distinctions, and, secondly,
with a review of some of the many intricacies of deixis in familiar and
less familiar languages. The lack of theoretical discussion reflects the
present state of our understanding: we have, on the one hand, only
the rather simple philosophical approaches to indexicals (covering
just some aspects of person, time and place dei nd, on the other
hand, fi inguisti hich

order has been brought by the work of Fillmore and Lyons i:l
particular.

A central question that remains, though, is whether the study of
deixis belongs 10 semantics or to pragmatics. However, even if
linguists could all agree on how the pragmatics/semantics boundary
should be drawn, there would be no simple answer to this question,
Montague (1974) held that the study of any language contai
indexicals was, eo ipso, But this has the s
we noted, that natural languages will only have a syntax and a
pragmatics, and no semantics. So if the semantics/pragmatics
distinction i t0 do any work at all, we can try and shift the study of
indexicals into semantics. And since at least some aspects of deixis
make a difference to truth conditions, we may hope that this shift will

aspects of meaning,
However, we shall be disappointed, for there are aspects of deixis

that are clearly not th. itie The ics /| i
border will then cut across what is, from the point of view adopted
in section 2.2, a unified linguistic ficld. But if we proceed to draw the
line, where exactly will it fall> As we saw in section 2.1, we cannot
state the truth conditions of sentences with indexicals without
reference to the deictic function of indexicals; but if we allow truth
itions to be ized to speakers, add , times, places,
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indicated objects, etc., then it looks &8 if many aspects of deixis can
be within h. itional tics. It is a version
of truth-conditional semantics, though, in which not sentences, but
only utterances in context, can be sssigned the propositions they
express. Without such a move, the current attempts to define the
notion of logical consequence more or less directly on fragments of
natural language (as initiated by Montague, 1974) would make little
sense as u general semantic pi 7

There are, though, many obstacles to the accommaodation of deixis
within semantics by simply providing a list of indices or contextual
points of reference relative to which truth conditions can be stated,
For example, no attempt has been made to deal with the distinctions
between gestural, non-gestural, and the various non-deictic usages of
deictic words. For gestural usages, we seem to need, not just a list
of abstract dinates, but a complete of the physical
propertics of the specch event. For example, it will be insufficient to
have merely a single deictic index for time of utterance, yet how many
time indices we need seems to depend on the utterance itself:

(100) Dan't shaot naw, but now, now and now |

The possibility of an indefinitely long list of necessary indices or
co-ordinates thus has to be faced. In answer 1o this, Cresswell (1973:
111f1) produces, by a technical sleight of hand, a formulation which
avoids specifying the necessary indices in advance. But this hardly
solves the problem of knowing how to obtain the relevant indices just
when we need them. A second problem is that utterances like

(1o1) Harry can only speak this loud

are token-reflexive 10 the physical properties of the urterance itself,
s0 thut not only do the enormous technical problems of dealing with
token-reflexives in # Jogical manner have 1o be solved, but all the
physical properties of an utterunce will also have to be available as
indices (requiring, again, an indefinite number of indices). These
problems alone would not make the prospects for the struightforward
treatment of deictic sentences within truth-conditional semantics
look very hopeful. It may be more helpful to admit that what we are
dealing with here are very complex pragmatic ways in which a
sentence and a context of utterance intersct to pick out a proposition,
by reference to the audio-visual monitoring of the speech event s it
unfolds,
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truth-conditional treatment (Grice, 1975; Wilson, 1975; Levinson,
1079b). What they seem to do is indicate, often in very complex ways,
Just how the utterance that contains them is a response to, or &
continuation of, some portion of the prior discourse. We still await
proper studies of these terms, but one kind of approach will be
sketched in the next Chapter under the rubric of conventional
implicature, another will be indicated in Chapter 6 in discussion of
the conversational uses of well (see Owen, 1981), and a third may be
found in Smith & Wilson (1979: 180), elaborated in Brockway (1981).

Some languages also have morphemes that mark such clearly
di i i line, For. inthe Amerindi.
language Cubeo, the main protagonists and their actions in a story
are tagged by a particle in such a systematic way that a concise and
accurate precis is obtained if just those sentences containing the
particle are extracted (see Longacre, 1976a for many such cases in this
and other Amerindian languages; and Anderson & Keenan, in press,
re the so-called fourth in Al ian I , really
a discourse-deictic category).

Itis also well known that languages like Japanese and ‘Tagalog have
topic markers distinct from case markers. Thus the Japanese
sentence

(o7) ano-hon-we John-ga kat-ta
That book-tapéc John-subject bought

means roughly ‘as for that book (or, talking of that book), John
bought it’, where wa marks the topic, ga the grammatical subject
(where topic and subject are identical, only wais used; Gundel, 1977:
17). In some languages the grammatical encoding of topic is 30
prominent, that it is not clear that the notion of subject has the same
purchase 25 it does in the analysis, for example, of Indo-European
languages (Li & Thompson, 1976), A great deal of the discussion of
such topic markers has been with the 1
organization of information as given (or the topic) vs. new (or
comment about the topic — see Gundel, 1977 for u review), But it is
clear that a major function of topic marking is precisely to relate the
marked utterance to some specific topic raised in the prior discourse,
L.e. 10 perform a discourse-deictic function

The same function seems to be performed in English, and in other
relatively fixed word-order languages, by word-order changes. Thus
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lefi-dislocated sentences (Ross, 1967) like the following scem to
mark the topic of the sentence by movement into initial position:**
(08) That blouse, it's simply stunning

(99) Vera, is she coming down then?

Studies of actual usage seem to show that items placed in this position
really do correlate with discourse topic, or what the participants are
alking 'about’, although not always in simple ways (Duranti & Ochs,
1979). The issues that surround the topic/comment distinction are
at present quite ill understood, and discussion has been confused by
terminological chaos (see Gundel, 1977; Lyons, 1977a: sooff),

theory.

The remarks in this section anly sketch out a province for which
a proper theory of discourse deixis might provide an account. The
scope, a3 indicated, may be very large, ranging from the borders of
anaphoras to issues of topic/comment structures.

22.§ Soctal deixis
Social deixis concerns “that aspect of sentences which
reflect or establish or are determined by certain realities of the social
situation in which the speech act occurs” (Fillmore, 1975: 76).
Fillmore, unfortunately, then proceeds to water down the concept of
social deixis by including, for example, much of the theory of speech
acts (see Chapter 5). Here we shall restrict the term to those aspects
of language structure that encode the social identities of participants
(properly, i bents of participant-roles), or the social relationshi
between them, or between one of them and persons and entities
referred to. There are of course many aspects of language usage that
depend on these relations (see e.g. Brown & Levinson, 1978, 1979),
but these usuges are only relevant to the topic of social deixis in so
far as they are grammaticalized. Obvious examples of such gram-
maticalizations are ‘polite’ pronouns and titles of address, but there
e many other i i f social deixis (see Brown & Levinson,
1978: 18392, 281-3; Levinson, 1977, 1979b).
@ Kows propased left-dislocation s o tessformation, but there are in fact
lysis, snd

Dhrases as uppesitional NPy, not unlike vocatives, sven though there is lisle.
theory about how to handle the syntes s scmantics of thee (see Gundel,
1077 4660

8

approaches

L i

Published in this series:

H.G.Widdowson: Linguistics
George Yule: Pragmatics

Series Editor H.G.Widdowson

Pragmatics
George Yule

OXFORD UNIVERSITY PRESS

—



Bl 0 P K Gk, L v Ty L o3 pledisien T

MY 8 Wy & o (andnin | wobed) 0 50§ waibon, & - 1
ety M B Qg g iy

Oxford University Press |
‘Walton Street, Oxford 0x2 609

Oxford New York

Athens Auckland Bangkok Bogota Bombay

Buenos Aires Calcutta Cape Town Dar es Salaam {
Delhi Florence Hoag Kong Istanbul Karachi

Kuala Lumpur Madras Madrid Melbourne

Mexico City Nairobi Paris Singapore

Taipei Tokyo Toronto

and associated companies in |
Berlin Ibadan

OXFORD and OXFORD ENGLISH

are trade marks of Oxford University Press

1SBN 019 437207 3

© Oxford University Press 1996

First published 1996

Second impression 1996

No botized ph B

All sigh d. No part of this publicati

may be reproduced, stored in a retrieval system, ot
transmitted, in any form or by any means, electronic, |
mechancial, photocopying, recording, or otherwise, |
without the prioe written permission of Oxford

University Press.

This book is sold subject o the condition thar it |
shall not, by way of trade or otherwise, be lent, ]
resold, hired out, or otherwise circulated without

the publisher’s prior consent in any form of binding

ot cover other than that in which it is published and |
i 2 edsadtonndbidd e |

ilar condition
being imposed on the subsequent purchaser
Set by Wyvern Typesetting Led, Bristol
Printed in Hong Kong |

nature of the speech event that determines the interpretation of an

as performing a i speech act. On a wintry day,
the speaker reaches for a cup of tea, believing that it has been
freshly made, takes a sip, and produces the utterance in (3). It is
likely to be interpreted as a complaint.

[3] This tea is really cold!

Changing the circumstances to a really hot summer’s day with the
speaker being given a glass of iced tea by the hearer, taking a sip
and producing the utterance in [3], it is likely to be interpreted as
praise. If the same utterance can be interpreted as two different
kinds of speech act, then obviously no simple one utterance to one
action correspondence will be possible. It also means that there is
more to the interpretation of a speech act than can be found in the
utterance alone.

Speech acts

On any occasion, the action performed by producing an utterance
will consist of three related acts. There i a

which is the basic act of utterance, or producing a meaningful lin-
guistic expression, If you have difficulty with actually forming the
sounds and words to create a meaningful utterance in a language
(for example, because it's foreign or you're tongue-tied), then you
might fail to produce a locutionary act. Producing ‘Aba mokofa®
in English will not normally count as a locutionary act, whereas
4] will.

[4) I've just made some coffee.

illocutionary act is performed via the communicative force of
an utterance, We might uteer [4] to make a statement, an offer, an
explanation, or for some other communicative purpose. This is

also generally known as the force of the
We do not, of course, simply create an utterance with a func-
tion without intending it to have an effect. This is the third dimen-
sion, the periocutionary act. Depending on the circumstances, you
AR i, { ey
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will utter [4] on the assumption that the hearer will recognize the
effect you intended (for example, to account for a wonderful
smell, or to get the hearer to drink some coffee). This is also gener-
ally known as the perlocutionary effect.

Of these three d the most di is ary
force. Indeed, the term ‘speech act’ is generally interpreted quite
narrowly to mean only the illocutionary force ?f an s

same locutionary act, as shown in [5a.], can count as a prediction
[5b.), a promise [5c.], or a warning [sd.]. These d:ffe_r.elnr analyses
[5b.~d.] of the in [5a.] rep! different ry
forces.
[s] a. Pllsee youlater.{= A)

b. [I predice thar] A.

c. [Ipromise you that] A.

d. [Iwarnyou that] A.
One problem with the examples in [5] is that the same utterance
can potentially have quite different illocutionary forces {for ex-
ample, promise versus warning). Jou CA0SRCAKSCASUMC O]

T t question has been addresse id we
Ilocutionary Force Indicating Devices and felicity conditions.

IFIDs

The most obvious device for indicating the illocurionary_forcc
(the ocutionary Force Indicating Device, or IFID) is an expression of
the type shown in [6] where there is a slot for a verb that explicitly
names the illocutionary act being performed. Such a verb can be
called a performative verb (Vp).
(6] 1(Vp) youthat...

In the preceding examples, [5c.,d.], ‘promise’ and ‘warn® would
be the performative verbs and, if stated, wogld be very clear
IFIDs. Speakers do not always ‘perform’ their specch‘acls 50
explicitly, but they sometimes describe the speech act being per-
formed. Imagine the telephone conversation in [7], between a
man trying to contact Mary, and Mary’s friend.
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12 a. as done by Elaine and myself.

b. Lhereby tell you that the work was done by Elaine and
myself.

Examples like [11b.] and [12b.) (normally without *hereby’), are

used by speakers as explicit E les like [11a.)

and [r2a.] are implicit performatives, sometimes called primary

The advantage of this type of analysis is that it makes clear just
what el are involved in the p ion and pretati
of utterances. In syntax, a reflexive pronoun (like ‘myself'in [12))
requires the occurrence of an antecedent (in this case T’} within
the same sentence structure. The explicit performative in [12b.]
provides the ‘I’ element. Similarly, when you say to someone, ‘Do
it yourself!’, the reflexive in ‘yourself’ is made possible by the
antecedent ‘you’ in the explicit version (‘I order you that you do it
yourself’). Another advantage is to show that some adverbs such
as ‘honestly’, or adverbial clauses such as ‘because I may be late’,
as shown in [13], naturally artach to the explicit performative
clause rather than the implicit version,

[13] a. Honestly, he’s a scoundrel.
b. What time is it, because may be late?

In {x3a.], itis the telling part (the performative verb) that is being
done ‘honestly’ and, in [13b.], it is the act of asking (the perform-
ative again) that is being justified by the ‘because 1 may be late’
clause.

There are some technical disadvantages to the performative
hypothesis. For example, uttering the explicit performative ver-
sion of a command [11b.] has a much more serious impact than
uttering the implicit version [11a.]. The two versions are con-
sequently not equivalent. It is also difficult to know exactly what
the performative verb (or verbs) might be for some utterances.
Although the speaker and hearer might recognize the utterance in
[14a.] as an insult, it would be very strange to have [14b.] as an
explicit version.

[14] a. You’re dumber than a rock.

b. ?1hereby insult you that you're dumber than a rock.

The really practical problem with any analysis based on identi-
BT ot fomd ) okt 4 4y L . v
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Chey are commands, ord ers, requests, suggestions, and, as
illustrated in [18], they can be positive or negative,
[18] a. Gimme a cup of coffee, Make it black.
b. Could you lend me a pen, please?
¢. Don’t touch that,

directive, the speak

Qmimis: i cts that spe: £ 10
—commit themselves to some future action, They express what the
gggcakcr iﬁg_gg. They are promises, threats, refusa s, pledges,
and, as shown 1n [19], they can be performed by the speaker
alone, or by the speaker as a member of a group.
[19] a. I'll be back.

b. I'm going to get it right next time.
<. Wewill not do that.

In using a commissive, the speaker undertakes to make the world
fit the words (via the sFaker.
These five general functions of speech acts, with their key fea-

tures, are summarized in Table 6.1.

Direct and indirect speech acts

A different approach to distinguishing types of speech acts can be
made on the basis of structure. A fairly simple structural distinction
between three general types of speech acts is provided, in English,
by the three basic sentence types. As shown in [20], there is an easily
recognized relationship between the three structural forms
(declarative, interrogative, imperative) and the three general
b e 2 W, \

> q L c quest).
[20] a. You wear a seat belt. (declarative)
b. Do you wear a seat belt? (interrogative)
c. Wear a seat belt! (imperative)

Whenever there is a direct relationship between a structure and a

SPEECH ACTS AND EVENTS  §1

i icit performatives is that, in principle, we simply do not
{yr:gsve:g:w mE:y performative verbs :herg are in any Ignguagc.
Instead of trying to list all the possible explicit performatives, andI
then distinguish among all of them, some more genera
classifications of types of speech acts are usually used.

Speech act classification

One general classification system lists five types of general f.um:-
" tions performed by speech acts: declarations, representatives,
expressives, directives, and commissives.

arations are th inds of speec e the

that

world via their utterance. As the examples in [15] illustrate, the

speaker has to have a special institutional role, in a specific con-
text, in order to perform a declaration appropriately.
{15] a. Priest: Inow pronounce you husband and wife.
b. Referce: You're out!
c. Jury F

We find the defend

guilty.

the speaker believes to be the case or not. Sta(ememi ?{ fact,
d lusi and descripti as il in [16],
are all examples of the speaker representing the world as he or she
believes itis.
[16] a. Theearthis flat.
b. Chomsky didn’t write about peanurs.
¢. Itwasa warm sunny day.

usinga ntative, the akes words fit the world

ofbelieh i f speech ac state W c

peaker fecls. They express psychological states and can be state-
:ncnts of plcasurc{ pain, likes, dislikes, joy, or sorrow. As illus-
trated in [17], they can be caused by something tfw spu!(cr does
o the hearer does, but they are about the speaker’s experience.
[17] a. 'm really sorry!
b. Congratulations!
c. Oh, yes, great, nmmm, ssahh!

s - SPEECH ACTS AND EVENTS
SLAMYIES & pene S - emien e Mg o i g 0

B Lo Vs gl « Lomplaiving | Jron Ll - peastag - PLAY

FLAWYIED G Pete Maau - imieis ke Mg b A5 Yatags mrmems frrman ==
;‘q* Touwh oot - tamplaisiny | Jorn L - pante - QLAY

irecti $ = speaker;
Speechacttype  Direction of fit x-= :;cm“ion
‘ i d Scauses X
Declarations words change the worl :
R:;rmmatives make words fit the world S believes X
Expressives make words fitthe world ~ Sfeels X
Directives make the world fitwords S wants X
Commissives make the world fit words ~ Sintends X

TABLE 6.1 The five general functions of speech acts (following
Searle 1979)

function, we have a direct speech act. thncverv there ish an in';
direct relationship betweert a structure and a function, we have ar
Indirect speech act. Thus, a declarative used to make a statement is
a direct speech act, buta declarative used to make a request is an
indirect speech act. As illustrated in [21], the utterance in hi:r:.] |;
adeclarative. When it is used to make a statement, as parap| uudse
in[21b.}, itis functioning as a direct speech act. Whm it is use to
makea . dreq as paraphrased in [21¢.], itis -
ing as an indirect speech act.
21] a. It's cold outside.
[ b. 1hereby tell you about the weather.
c. 1hereby request of you that you close the door.
i lish the same basic
Different structures can be used to accompl
ﬁmcln'on, as in [22], where the speaker wants the addressee not to
stand in front of the TV. The basic function of all t!:e utterances in
[22] is a command/request, but only the ifnpcratlve. structure in
[22a.] represents a direct speech act. The interrogative structure
in [22b.] is not being used only as a question, hence it is an in-
direct speech act. The declarative structures in {z2¢.) and [22d.]
are also indirect requests.
a. Move out of the way!
kal b. Do you have to stand in front of the TV?
¢. You're standing in front of the TV.
d. You'd make a better door than a window.
indi h act in
One of the most common types of mdn.recx speec :
Ensl?:h, as shown in [23], has the form of an interrogative, butis
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indicate ‘away from speaker’, but, in some languages, can be used
to distinguish between ‘near addressee’ and ‘away from both
speaker and add *. Thus, in Jap the lation of the
pronoun ‘that’ will distinguish between ‘that near addressee’
‘sore’ and ‘that distant from both speaker and addressee’ ‘are’
with a third term being used for the proximal ‘this near speaker’

‘kore’.

Person deixis
The distinction just described involves person deixis, with the
speaker (‘') and the add {‘you') ioned. The simpli

of these forms disguises the complexity of their use, To learn thes:
deictic expressions, we have to discover that each person in a con-
versation shifts from being ‘T to being ‘you’ constantly. All young
children go through a stage in their learning where this distinction
seems problematic and they say things like ‘Read you a story’
{instead of ‘me’) when handing over a favorite book.

Person deixis clearly operates on a basic three-part division,
exemplified by the pronouns for first person (‘T’), second person
(*you’), and third person (*he’, ‘she’, or ‘it’). In many languages
these deictic categories of speaker, addressee, and other(s) are
elaborated with markers of relative social status (for example,
addressee with higher status versus addressee with lower status).
Expressions which indicate higher status are described as hon-
orifics. The discussion of the circumstances which lead to the
choice of one of these forms rather than another is sometimes
described as social delxis.

A fairly well-known example of a social contrast encoded
within person deixis is the distinction between forms used for a
familiar versus a familiar add in some } This
is known as the TV distinction, from the French forms ‘ts’ (famil-
iar) and ‘vowus’ (non-familiar), and is found in many languages
including German (*dw/Sie’) and Spanish (‘tii/Usted"). The choice
of one form will certainly communicate something (not directly
said) about the speaker’s view of his or her relationship with the
addressee. In those social contexts where individuals typically
mark distinctions between the social status of the speaker and
addressee, the higher, older, and more powerful speaker will tend

10 SURVEY

to use the ‘t5’ version to a lower, younger, and less powerful
addressee, and be addressed by the ‘vous’ form in return. When
social change is taking place, as for example in modern Spain,
where a young busi (higher ic status) is talk-
ing to her older cleaning lady (lower economic status), how do
they address each other? | am told that the age distinction remains
more powerful than the economic distinction and the older
woman uses ‘tt” and the younger uses ‘Usted’.

The Spanish non-familiar version (*Usted') is historically
related to a form which was used to refer to neither first person
(speaker) nor second person (addressee}, but to third person
(some other). In deictic terms, third person is not a direct parti-
cipant in basic (I-you) interaction and, being an outsider, is neces-
sarily more distant. Third person pronouns are consequently
distal forms in terms of person deixis. Using a third person form,
where a second person form would be possible, is one way of
communicating distance (and non-familiarity). This can be done
in English for an ironic or humorous purpose as when one person,
who's very busy in the kitchen, addresses another, who's being
very lazy,asin [2].

[2] Would his highness like some coffee?

The distance associated with third person forms is also used to
make p ial ions (for ple, ‘you didn't clean up’}
Jess direct, as in [3a.], or to make a potentially personal issue seem
like an impersonal one, based on a general rule, as in [3b.].

(3] a. Somebody didn't clean up after himself.

b. Each person has to clean up after him or herself.

Of course, the speaker can state such general ‘rules’ as applying to
the speaker plus other(s), by using the first person plural (‘we’), as
inf4].

[4] We clean up after ourselves around here.
There is, in English, a potential ambiguity in such uses which
allows two different interpretations. There is an exclusive ‘we’
(speaker plus other{s}, excluding addressee) and an inclusive ‘we’

peaker and add included). Some | g icize
this distinction (for ple, Fijian has ‘kei 7 for exclusive
first person plural and ‘keda’ for inclusive first person plural).

DEIXIS AND DISTANCE
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Definitions and background

} a speake i i isten: r
reader). It has, consequently, more to do with the analysis of what
people mean by their utterances than what the words or phrases
in those utterances might mean by themselves. Pragmatics is the
study of speaker meaning.

his of study necessarily involves the i ion of
what people mean in a particular context and how the context
influences what is said. It requires a consideration of how speakers
organize what they want to say in accordance with who they're
talking to, where, when, and under what circumstances.
Pragmatics is the study of contextual meaning.

This approach also necessarily explores how listeners can make

inferences about what is said in order to arrive at an interpreta-
tion of the speaker’s intended meaning. This typc of study
xplores how a grear deal of what is unsaid is recognized as pa
of what is communicated, We might say that it is the investigation
of invisible meaning. Pragmatics is the study of how more gets
communicated than is said.
This perspective then raises the question of what d ines the
choice between the said and the unsaid., T i8 1

Jhebasicanswerjs tied tothe
_notion of distance, Closeness, whether it is physical, social, or con-
ceptual, implies shared experience. t

or distant the listenes peakers deg

e’ 5 x much nee X
53id, Pragmatics is the study of the expression of relative distance.
These are the four areas that pragmatics is concerned with. To
understand how it got to be that way, we have to bricfly review its
relationship with other areas of linguistic analysis.

DEFINITIONS AND BACKGROUND
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% INTRODUCTION
Speech acts
Austin (1962 defined speech acts as the actions p Speech

act theory said that the action performed when an utterance upm&u«danbnm-
Tysed on three different levels. Let us look at the action in the conversation below.
Three students are sitting together at the “bun lunch’, the social accasion at which the
university lays on filled rolls and fruit juice on the first day of the course, to welcome
the students and help them 10 get to know cach other,

| think | might go and have anather burs

| was going to get another one.

Couid you get me a tuna and sweetcorn one piease?
Me as well?

EEEE

{Studens at bun lunch 1996)

The first level of analysis is the words themselves: ‘I think 1 might go and have another
bun', ‘I was going to get another one’, and so on. This is the locution, ‘what i said’,
the form of the words uttered: the act of saying something is known as the locution-
ary act. The second level is what the speakers are doing with their words: AM and
MM are “asserting” and “expressing intentions about their own action’, and BM and
AM are ‘requesting action on the part of the bearer’. This is the illocutionary force,
“what is done in uttering the words', the function of the words, the specific purpase
that the speakers have in mind. Other examples are the speech acts ‘inviting”, ‘advis-
ing', “promising’, ‘ordering’, ‘excusing’ and ‘apologising’. The kst level of analysis is
the result of the words: MM gets up and brings AM and BM a tuna and sweetcorn
bun each. This is known as the perlocutionary effect. “what is done by uttering the
wards’; it is the effect on the hearer, the hearer’s reaction,

Austin ped, but soon d, the perfc hypoth that
behind every utterance there is a performative verb, such as 'to order’, ‘to wam’, 'to
admit’ and ‘to promise” that make the illocutionary force explicit. The example ahove
could be reformalated:

MM | express my inention 10 9o and have anothee bun.
AM | nfoem you that | wes going 1o get another one,
BM | request you 10 gt ma 8 tuna & Swesleor ons,
AM | request you 10 st me one as wel

Austin realised that often the imphicit performatives, ones without the performative
verbs, as in the original version of this dialogue, sound more natural, He also realised
that implicit performatives do not always have an obvious explicit performative
understood. Take the expressson, ‘I'll be back!” It can mean cither ‘I prowrise that I'll
be back” or 7 warn you that Ull be back.” Searle’s (1976) solution to classifying speech
acts was to group them in the following macro-classes:

Declarations
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which changes a nameess baby inta ane with a name, ‘I hereby pronounce you man
and wife, which tumns two singles into a married couple, and “This court sentences
you 0 ten years' imprisanment’, which puts the person into prison.

Representatives
These are acts in which the words state what the speaker believes to be the case, such
s ‘describing’, ‘chaiming, ‘hypothesising, ‘insisting’ and ‘predicting’.

Tha fact that girls have bean boys has been for
1he past 12 years of 0 (Glasgow Herald: 28 Novambar 20000
I came; | saw; | conquered {dsius Caesar)
Macbeth shall never vanquahed be unié / Grest Bimam wood to high Dunsinane hil /
Shall come against him (Shakespase Macdet/t
Commissives

This includes acts in which the words commit the speaker to future action, such as
“promising’, ‘offering’. ‘threatening’, ‘refusing’, ‘vowing' and ‘volunteering'.

ey when you sre ”

T emake tm an offer he can't reluse’ Maro Puto, The Godlathen
T fowe you, dear, |'l ke you / Tl China and Africa meat, / And the river mes over
the mauntain { And the salman sing i the sxoet {Auden)
Directives.

“This category covers acts in which the words are aimed at making the hearer do some-
thing, such as ‘commanding’, 'requesting’, ‘inviting’, ‘forbidding’, ‘suggesting and
%0 on.

From ghoukes and ghostes and longleggaty beasties / And things that go bump n the.
nght. f Good Loed, dalver us. IScortish prayen
Batter remain silent and be thought s fool than cpen your mouth and remove all
posuble doubt. (Ancient Chinese praverb)

Do N0t do unto others 88 you wondd they should do unta you. Their tastes msy not be
the same

Expressives
This kast group includes acts in which the words state what the speaker feels, such as
“apologising’, ‘praising', ‘congratulating’, ‘deploring’ and 'regretting.

A woman without & man ts 1ke a fish without 3 bicycle. (Stemamy
T've bean poor and I've been rich — rich is better. Mucken
# I known | was gonna five this fong, 1'd have taken better care of myse¥.  (Blske)
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Humpty Dumpty's claim to be the "master” of his words — to be able to use
words with whatever meaning he chooses to assign them — is funny because it
is absurd. If people really talked that way, com ication would be impossibl
Perhaps the most important fact about word meanings is that they must be shared
by the speech community: speakers of a given language must agree, at least most
of the time, about what each word means.

Yet, while it is true that words must have agreed-upon meanings, Twain's
remark illustrates how waord ings can be hed or ded in various
navel ways, without lass of comprehension on the part of the hearer. The contrast
between Mark Twain's successful communication and Humpty Dumpty's failure
to cc i ggests that the co ions for extending ings must also
he shared by the speech community. In other words, there seem to be rules even
for bending the rules. In this book we will be interested both in the rules for
“normal” communication, and in the rules for bending the rules.

The term sEMANTICS is often defined as the study of meaning. It might be more
accurate to define it as the study of the relationship between linguistic form and
meaning. This relationship is clearly rul d, just as other aspects of lin-
guistic structure are. For example, no one believes that speakers memorize ev-
ery possible sentence of a language; this cannot be the case, because new and
unique sentences are produced every day, and are understood by people hearing
them for the first time. Rather, language learners acquire a vocabulary (lexicon),
together with a set of rules for combining vocabulary items into well-formed
sentences (syntax). The same logic forces us to recognize that language leamers
must acquire not only the meanings of vocabulary items, but also a set of rules
far interpreting the expressions that are formed when vocabulary items are com-
hined. All of these components must be shared by the speech community in order
for linguistic communication to be possible. When we study semantics, we are
trying to understand this shared system of rules that allows hearers to correctly
interpret what speakers intend to communicate.

The study of meaning in human language is often partitioned into two ma-
jor divisions, and in this context the term semanTics is used to refer to one of
these divisions. In this narrower sense, semantics is concerned with the inherent
meaning of words and as linguistic expressions, in and of t} |
while PrAGMATICS is concerned with those aspects of meaning that depend on
or derive from the way in which the words and sentences are used. In the above-
mentioned quete attributed to Mark Twain, the basic or "default” meaning of
good (the sense most likely to be listed in a dictionary) would be its semantic
content. The negative meaning which Twain manages to convey is the result of
pragmatic inferences triggered by the peculiar way in which he uses the word.
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1 Studying meaning

Cwerview

“This 1s a book about how English enables people who know the language
o convey meanings. Semantics and pragmatcs are the two main
branches of the linguistic study of meaning. Both are named in the nile
of the book and they are going to be introduced here. Semantics is the
study of the “molkic” for meaning: knowledge encoded in the vocabulary
of the language and in its pamerns for building more elaborate meanings,
up w the level of sentence ings. Prag is cox d with the
use of these tools in meaningful communication. Pragmarics is abour the
inceraction of semantic knowledge with our knowledge of the world,
raking into account contexts of use.

Bald prin for explanasions of terms

In the index ar the back of the book, bold printed page numbers indi-
cate places where technical rerms, such as semantics and pragmatics
in the paragraph above, are explained. The point is wo signal such
explanations and o make it fairly easy to find them laver, should you
WaRE o

Example (1.1) is going to be used in an inital illustration of the differ-
ence berween semanrics and pragmarics, and w introduce some more
terms needed for describing and discussing meanings.

(L1} Hold out your arm. ‘Thar's ic

Language is for communicating abour the world ourside of language.
English language expressions like arm and yosr armand bold ant are linked
to things, activides and so on. A general-purpose technical term thar will
appear fairly often in the book is denote. It labels the connections
berween meaningful items of language and aspects of the world — real
or imagined — thar language users ralk and wrire about. Hold st yostr arm

1
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UNIT 2
SENTENCES, UTTERANCES AND PROPOSITIONS

This unit introduces some basic notions In semantics. It is important
that you master these notions from the outset as they will keep recus-
ring throughout the course,

The same sentence was involved in the two readings, but you made two
different utterances, i.e. two unique physical events took place.

An UTTERANCE is any stretch of talk, by ane person, before and after
which there Is silence on the part of that person.

An uttersnce & the USE by a particular speaker, om & particular
oceasion, of a plece of language, such a5 a sequence of sentences, or &
single phrase, or even a single word,

Now decide whether the following could repeesent utterances. Indicste

your answer by circling Yer or No.
(1) “Hello™ Yes | No
(2) “Not much™ Yes [ No
(3) “Utterances may consist of a single word, a single phrase

of a single sentence. They may also consist of 3 sequence

of sentences. It i not unasual to find utterances that

consist of ane or more grammatically incomplete

sentence-fragments. [n short, there is no simple relation

of correspondence betwoen utterances and sentences™ Yea [ No
(4) “Pxgotmpgt” Yes | No
(5) “Schplotzenpflasassaargh!™ Yes | No

(1) Yes  (2) Yes  (3) Yes, even though It would be & bit of & mouthiful to sy
i one utterance (Le. without pauses).  (4) No, this string of sounds is not frum
any language.  (5) No, for the mme reason

Utterances are physical events, Events are ephemeral, Utterances die on
the wind. Linguistics deals with spoken langusge and we will have a Jot

15
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the term Ex post facio research for deseriptive research siudies. The main characteristic
of this method is that the researcher has no control over the variables: he can only report
what has kappened or what is hnppmng Most ex post jicto research projects are used
for descriptive studies in which th secks 1 such items as, for example,
fi of shopping, prefi of people, or similar data. Ex post facto studies alse
include attempts by researchers to discover causes even when they cannot control the
variables. The methods of research utilized in descriptive research are survey methods of
all kinda, including comparative and correlational methods. In analyiical research, on the
wother hand, the researcher has to use facts or information already available, and analyze
these to make a eritical evaluation of the material.
[iih Jpﬂaed' vi. Fundamental: Research can either be applied (or action) research or
. I (b bassic oF f h dm.!ed retean)e a.msa: Fmdmg asol'uhon l'oran
immediate problem fcing ety indh wheness
reseqreh is mainly concerned with generalisations and with the formulation of a theory.
“Giathering knowledge for knowledge 's sake is termed *pure” or *basic’ research. ™ Research
ing some natural phe of relating to pure mathematics are examples of
fundamental research. Similarly. rescanch studies, concerning human behaviour carried on
with a view o make generalizations about human behaviour, are also examples of
fundamental research, but research aimed at certain conclusions (say, a solution) facing a
concrebe social or business problem is an example of applied research. Research to identify
social, economic o political trends that may affect a particular institution or the copy research
[research to find out whether centain communications will be read and understood) or the
marketing research or evaluation reseanch are examples of applied rescarch. Thus, the
central aim of applied research is to discover a solution for some pressing practical problem,
whereas basic research is directed sowards finding information that has a broad base of
applications and thus, adds 1o the already existing organized body of seientific knowledge.

(iidh Chienititative vi, Qualitative; Quantitative research is based on the messurement of quantity

or amount. It is applicable 0 phenomena that can be expressed in wms of quantity.

Qualitative research, on the other hand, is d with qualitati Le,

phenomena relating 1o or involving quality or kind. For instance, when we are interested in
investigating the reasons for human behaviour (ie., why people think or do certain things ),
we quite often talk of ‘Motivation Research’, an imporiant type of gualitative research.
This type of research aims at discovering the underlying maotives and desires, using in depth
imterviews for the purpose. Other techniques of such research are word association tesis,
sentence completion tests, story completion tess and similar other projective technigues.
Antitnde or opinion research i e ressarch designed to find out how people feel or what
they think about a particular subject or institution is also qualitative research. Qualitative
reszanch is spocially important in the bebavioural sciences where the aim is to discover the
underlying motives of human behaviour. Through such research we can analyse the various
factors which motivate people io behave in a particular manner or which make people like
or dislike a particular thing. [t may be stated, however, that to apply qualitative research in

“Pauline V. Young, Sckemiific Soctal Survors and Research, p. 30.

Methods of Data Collection

The sk of data collection begins after a research peoblem has been defined and research design/
plan chalked out. While deciding about the method of data collection to be used for the study, the
researcher should keep in mind two types of data viz.. primary and secondary. The primary data are
those which are collected afresh and for the first time, and thus happen to be original in character.
The secondary data, on the other hand, are those which have already been collected by someone
else and which have already been passed through the statistical process. The researcher would have
10 decide which sort of data be would be using (thus collecting) for his study and sccordingly be will
have to select one or the other method of data collection. The methods of collecting primary and
secondary data differ since primary data are to be originally collected, while in case of secondary
data the nature of data collection work is merely that of compilation. We describe the different
methods of data collection, with the pros and cons of each method.

COLLECTION OF PRIMARY DATA

We collect primary data during the course of doing experiments in an experimental research but in
case we do research ol'l.hc dc;cnpmc type and perform sau\v)s whcdm‘ sanq)lc surveys or census
surveys. then b dats either through ob: ion or through

with respondents in one form or another or through personal interviews.” This, in other words, means

ble smder test is isolated and

* An experiment refers 10 an investigation in which a factor or
In a0 cxpeninsent the investigator mcasarcs the cffocts of an experiment which he conducts intentionally. Survey refers to
2 method of securng information coacsening  phenumeas undes study fron al o scleciod nursbs of respondests of
In asarvey, the i d f

his action. The difference between sa experiment ed a survey can be depicted os sader:




JOHN W.CRESWELL = J. DAVID CRESWELL

/e, Quantitative, and

Appro

A A= =

FOR INFORMATION:
SAGE Pebications, ln:

2455 Teler Red

Theamnd Osks, Califamia 91320

E-rmsl: anderimgepub.com

SAGE Pebiications Lul

1 Oliver's Yard

55 Clity Reud

Leaion ECEY 1SP

Usitedd Kangydesss

SAGE Pebiications Inds P Lai

Bt Irdentriad Area

1 Maban Coaper:

Mathus Reosd, New Delhi 110044

SAGE Pebiiations Asia-Paceic P

3 Chussch S

#1004 Sarmamg Hub
Sirsgapars (43481
Copyright © 2018 by SAGE Publications, Inc.

All rights resesved. No pare of this book may be reproduced or utilized in any form or by any means,

electronic o mechanical, inchuding photocopying, recording, or by any information storage and retrieval

system, without permission in writing from the publisher.
Prired i the Unined States of Arrics

Libran of € g-in- Pablicesien Diata

Names: Coemell, Jabe W, suthee. | Crewll | Disvd, mithee.

bode apprrusches / Johin W, Coevwell, PR, Deparsment of Family Mk

Title: Rencsmch dewign : qualitatve, quarsin

Usiversiy of Michiges, 224 ]. Darid Coorwel, PRD, Deparsment of Pachology, Carsege Melnn Uséeersiy

Dewcription: Fifih editice. | Los Angelec : SAGE, [315) | Inchales bibliograpbical seferences and indes



413 EES L3, W BRI L2 L LIRSS L USRI, I LESCRIL IR, A SELs | UEEI AL UL M

im this process.
Chapter 5. The Introduction

It s important ta propesly introduce a research study. Wi provide  model for writing a good schalarly
intraduction to your propasal. The chapeer begins with designing an abstract for a suady. This is followed by
developing an introduction to include identifying the research prablem ar issue, frming this prablem within
the existing literature, painfing out deficiencies in the literature, and targeting the study for an audience. This
chapter provides 1 systematic method for designing 1 scholarly introduction to a propasal or study.

Chapter 6. The Purpose Statement

At the beginning of research propasals or prajects, authoss meation the central purpase ar intent of the study.
This passage is the mest impartant statement in the entire ressarch process, and an entire chapter is devosed
o this topic. In this chapter, you learm how to write this statement for quantitative, qualitative, and miced
methods studics, and you will be provided with scripts that help you design and write these statements.

Chapter 7. Research Questions and Hypotheses

The questions and hypotheses addressed by the researcher serve ta narrow and focus the purpose of the srudy.
Asa major signpost in a project, the set of rescarch questions ard hypotheses needs to be written carcfilly. In
this chapeer, you will learn haw to write both qualitative and quantizative research questions and hypoeheses,
ax vl a5 how tw employ both forms in writing mised methads questions and hypotheses. Numerus
examples serve as scripts to illustrae these processes.

Chapter 8. Quantitative Methods

Quantitative methods involve the processes of collecting, analyzing, interpreting, and writing the results of a
study, Specific methods st in bath survey and experimental rescarch that relate to identifying a sample and
populatiars, specifying the type of design, collecting and analyzing data, presenting the results, making an
interpeetation, and writing the research in 2 manner consistent with  survey or experimental study. In this
chaptes, the reader learns the specific proceduses for designing survey o experimental methods tha need to
gointo a research peopasal. Checklists provided in the chapter help to ensure that all seps ase inchuded.

Chapter 9. Qualitative Methods
Cualitative approaches to data collection, analysis, interpretation, and report writing differ from the
ditional itati hes. P | sampling, collection of open-ended data, analysis of text ar

images (e.g., pictures), representation of information in figures and tables, and personal interpretation of the
findlings all inform qualitative methods. This chapter advances steps in designing qualitative procedures into 2
research proposal, and it also inchudes  checklist for making sure that you caver impartant procedures. Ample
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« How will the results be reparted?
* What will the gatekeeper gain from the study?

» Comment about sensitve ethical lssues that may arise (see Chapter 3, and Berg, 2001). For
each ssue raised, discuss how the research study will address it. For example, when studying a
sensitive topic, It is necessary to mask names of peopie, places, and acthities. In this situation,
the for masking discussion in the proposal.

DATA COLLECTION PROCEDURES

Comments about the role of the researcher set the stage for discussion of issues invoived in
collecting data. The data collection steps include setting the boundaries for the study, coliecting

through or and interviews,

and as well as pr for reconting.

* Identify the purposefully selected sites or indiduals for the proposed study. The idea behind
research & 1o select or stes [or documents or visual

material) that will best help the researcher understand the problem and the research question.
This does not mecessarily suggest random sampling or selection of a lrge number of
particpants and sites, as typially found in Quanttotive research A discussion about
participants and site might indude four aspects dentified by Miles and Huberman (1938): the
setting {where the research will take place}, the actors (who will be cbserved or interviewed],
the events (what the actors will be abserved or interviewed doing), and the process (the
evohing nature of events undertaken by the actors within the setting).

« Indicate the type or types of data llected. In y dies, inquirers collect
mudtiple forms of data and spend a considerable time in the natural setting gathering
The coliection in research involve four bask types, as

shown in Table 9.2

Table 9.2 Cusadtative Data Collection Types, Options, Advantages, and Limiations
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10 = INTRODUCTION

‘The influence of the researcher’s walues is not minor (e.g.,
what one thinks about the fairness of arrests).

To put it another way, qualitative data are not so much
about “behavior” as they are about actions (which camry
mﬂﬂmmmnommdwwmﬂhﬂbw
quences).
ersinvolve “impression management™—how people want
others, mnludun; the ruurcher o see Mn.

-mwanm.m.nammumuwwudwply
influences how they are interpreted by both insiders and
the ressarcher as cutsider.
‘Thus the apparent simplicity of qualitative "data™ masks
akooddcnlalwnphxky. reqnlmgpkn(y of care and
on the part of th

Strengths of Qualitative Data
What isi

3 Flgure 1.3
Components of Dats Analysis: Flow Model

Dues eatlactise perins
*

e smmecries
[ —)
Wdpareer D err

s sran
e I EPT I

SRELITII CRADS ARLTICH o
I et
Sering

have been advocsted as the best strategy for discovery,

explariag 8 aew area, developing hypotheses. In addition
strong pumhl for testing hypotheses,
seeing whether up. Finally, quali-

One majoe fearure is that they focus on mmllyo«ur-
ring, ordinary events in ratural settings, 5o that we have a.
stroag hendle on what “real life" is like.

That confidence is buttressed by local groundedness,
the fact that the data were collected in close proximity to
a specific situation, rather than through the mall or over
the phone. The emphasis is on a specific case, a focused
and bounded embedded in its context. The
Influences of the Jocal context are not stripped away, but
are taken into account. The possibility for understanding
latent, underlying, o¢ nonobvious issues is strong.

Another feature of qualitative dsta is their rickness and
holism, with strong posential for revealing complexity;
such data provide “thick descriptions™ that are vivid,
nested in a real context, and have a ring of truth that has
strong impact on the reader.

Furthermore, the fact that such data are typically col-
lected over a sustained period makes them powerful for
studying any process (including history); we can go far
beyond “snapshots” of “what™" ar “how many?" to just
bownndwhyl!nwhq:paudnydo—mdcvenm

tative data sre useful wnmmmmwlwmt. vali-
date, explain, illuminate, or reinterpret quantitative dats
gathered from the ssme setting.

‘The strengths of qualitative data rest very centrally on
the competence with which their analysis is camied oot
What do we mean by analysis?

F. Our View of Qualitative Analysis
Our general view of qualitstive analysis is outlined in
Figure 1.3, We define analysis as consisting of three con-
current flows of activity: data reduction, data display, and
. b - fication. We expl hof these

amhm@uwemu&wmmkm
now, we make only some overall comments.

Data Reduction
Data reduction refers to the process of selecting, focus-
ify ing, and ing the data

ays
the inhereat flexibifity of qualitative studies (data ool]u
n_unmesnndmeﬂwdsmbev:ﬂdsn“ym)

we' y what

gives fu
has been going on.
Oualitative d:

that appear in written-up fleld notes or transceiptions., As

we see [, data reduction cccurs continuously throughout

Ihehfeol any qunuudvely ariented peoject. Bven befare
ig l|\

PR S

with their emphasis on people’s “fived

lected over & sustained period makes them powerful for
siudying any process (including history); we can go far
beyond “snapshots” of “what?" or “how many?" to just

bowmdwhydﬁnu)wwnuﬂwy" d

without full which fr rk
Data Reduction
Data reductic th mn& foous-
And the data

the inhereat flexibiliry ot qudlulive studies (data collec-
tion times and methods can be varied as a study proceeds)

gives we’ ly what
has been going on.
Qu:litn'wdnl. ‘with their emphasis on pwpie‘:"ﬁwd

mmnpmhpluummmmm

lag. i and
rhnappu-mwnmmﬂeldmwmucdpnwu
we see it, data reduction occurs continuously throughout
ﬂnhfeo‘anylpluudwlyuhuedpmjen Even befare
gure 1.1),

fada e o ides (ofte
without full lwuun)whﬁmpwalbmork.
which cases, which research questions, and which data
collection

tares of their fives: their
peejudgments, peesuppositions” (van Manen, 1977) and
:ru:omlummhymmmdwwmnd

We make thres other claims for the power of qualitative
data, to which we return during later chapters. They often

Data reduction is not something separate from analysis.

F. Qur View of Qualitative Analysis » 11

-nﬂyni The displays discussed in this book include many

1t is part of analysis. The researcher’s decisions—which
mmmlnmdemdwmhnpﬂlcul‘mmm

types of m.mmmmutm

of chunks,
to tell—are all analytic choices. Data reduction is 2 form
of analysis that sharpens, sorts, focuses, discards, and or-
eanizes data in such 2 way that “final” conclusions can be

distely
what is happening 2nd either draw justified conclusions or
mave on 1o the next step of asslysis the display suggests
may be ussful.



-
of analysis that sharpens, sorts, focuses, discards, and or-
ganizes data in soch 2 way that “final” conclusions can be
du\vnmdmlﬁod.AaTmb(lwo) points out, italso can
be seen as “data condensation.”

By'ﬂmreducm"wdomnmlqum-
tification. Quali
in many ways: through selection, through summary or

through being subsumed in a larger pattern,
Mmeecmonlnynwbehdpfulwmme
datainto primitive quantities (e.g., the aralyst decides that
the case being looked at has a “high” oc “moderate™ degree
of administrative centralization), but this i not always
wise. Even when it does look like a good analytical strat-
eay. omdvluuuomp-a.mm and the weeds you
your iing analy-

sis. It is important not wmpmmnwmm
context in which they occur,

Data Display

The second majoe flow of analysis sctivity is data dis-
play. Geamally nduwlcyumwnwaﬁ.ws»d
assembly of Jusion drawing

move on 10 the next step of analysis the display supgests
may be ussful.

As with data reduction, the crestion and use of displays
is not separate from analysis, it is a part of analysis. De-
signing a display—deciding on the rows and columns of 2
matrix for gualitative data and deciding which data, in
which form, should be entered in the cells—are analytic
activities, (Note that designing displays also has clear dasg
reduction implications.)

‘The dictom “You are what you eat” might be transposed
10 "You know what you display." In this book we advocate

ie. powerful disol 4 i

tive, seif-conscious, iterative stance toward their genera-
tion and use.

Conclusion Drawing and Verification

“The third stresm of analysis sctivity ks conclusion draw-
ing and vesification, From the start of data collection, the
q\nlhnvo lmlyu is beginning to decide what things
mean-—is noting regularities, patterns, explanations, pw
sible configurations, causal flows, and peopositicas. The
competent resewrcher holds these conclusions hghlly.
epenmm shpncum. lmnhooo-dmm

y
and action. In daily hfr. duyhys wvary from gasoline
$RUZes to newspapers to computer screers to factor analy-
sis printouts. Looking at displays belps us to understand
what is happening and to do something—eithes analyze
further or take sction—based on that understanding.

an wll there, 3

d ded, h f Glaser and
SII’I!SS (1967). *Final" conclusions may not appear until
data collection is over, dependiag on the size of the corpus
ofﬁeldnou;,mee?\ﬁng.ammdmﬁzvllmm

Tbemoﬂhequntfmuofdspllyfw i dats

text(in

uulum.lq.oflﬂﬂ!msdﬁeldm)lzmﬂbly
cumbersome. It is dispersed, sequential rather than simul-
taneous, poorly stractured, and extremely bulky. Using
only exiended text, a researcher may find it easy to jump
10 hasty, partial, unfounded conclusions. Humans are not

of the fundi but they often have been prefigured

been proceeding “indactively.”

Conelusion drawing, in our view, is oaly half of a Gem-
ini configuration. Conclusions are also verified as the ana-
lyst proceeds. Valnelhm maybc- hrH'lnﬁ ‘ng

very powerful as processors of larg: mfvml-

writing,

tion into selective and simplified gestalts or elnlyuwa
st00d configurations. Or we drastically overweight vivid
information, such s the exciting event that jumps out of
page 124 of the field notes sfter a long, WM

with a shy 1! k to the field notes, or it may be
thorough and elsborate, with leagthy argumentation and
mvkwmnxcolleumwdwop "intersubjective con-
sensus,” or with extensive efforts to replicate a finding in
another dta set. ’menmlnpm'pluﬂomthem

Pages 109 through 123 may
MMMMIMWWMMMyth
Extended tex informa-

'oonﬂrmblluy'—tw |l. their validiry, Otherwise we are
left with interesting stories about what happened, of un-

tion-processing apnbunh(ﬁm: 1982) aed preys on known truth and utility.
their tendencies to find simplifying patterns. Weh "
In the course of our work, we have becoms convinced data display, and conclusion drawing/verification—as in-
bettes displ jor aveaue to valid qualitaty before, during, and afer dsta collection in paral

12 » INTRODUCTION

Daca
collection

G. Using This Book

Overview

generally usable by others. See Chapter 10, section D for
mare,

Conclusions:
draving/verifying

Ted foem, to make up the general domnain called “analysis.”

This book is organized roughly according to the chronol-
ogy of qualitative research projects, from initial design 1o
final reports. For s quick overview of that sequence, see Chap-
ter 13, A run through the Table of Contents will also help.

Format of Specific Methods

We've designed this sourcebook (0 be as practical 25
possible, Each method is described in this format:

: Nawe of method.
The three streams can also be as shown in 5
Figure 14, lnmkviewmem«ypaunuyshacﬂvﬁy Analysis problem. The problean, oeed, or difficulty faced by a
is 2 usefal solutice.
ical process. ‘The researcher steadily moves among 2

cylb:elmu“mdu“d\lllghlwﬂecnm Brief What the method is and how It woeks.
among reduction, display. ng/ In more detail, 3 “micicase” showing how the
cation foe the remainder of the teethod Is developed and used. Usually this section has

study.

The coding of data, for example (data reduction), leads
10 new idess on what shoald go into a matrix (data dis-
play). Entéring the data requires further data reduction. As
the matrix fills up, peeliminary conclusions are drawn, but
1hey lead to the decision, for example, to add another col-
uma to the matrix to sest the conclusion.

In this view, qualitative data analysis is a continuous,
iterstive eaterprise. Issues of data reduction, of display,
and of conclusion drawing/verification come into figure
sucoessively s analysis cpisodes follow each other. But
the other two issues are always part of the ground.

Such a process is actually no more complex, conceptu-
ally speaking, than the analysis modes quantitative re-
searchers use. Like their qualitative brethren, they must be

a varlety of subleadings, such as “Building the Dis-
play,” “Essering the Data,” and “Asalyzing the Data.™

Variations. Altersative approaches using the same general
principle. RMMdmmch

Advice. methed, and
tips for using it weil.

Time required. Approximate estinsates {contingent on subject
matter, researcher's skill, research guestions being
asked, pamber of cases, efc ).

The text also inclodes supplementary methods, de-
scribed in a briefer format, that can be used with or instead
of the principal method being discussed.

pnoecuplad with data rd\ndnn (ounpull; means, stam-
indexes] tables,
regression printouts), and with mluiwl drawing/verifi-

Users
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Grossarr

Order The condition that things are constituted in an organized
fashion that can be revealed through observation.

Ordinal level (of quantification) Ordering data by rank without
reference to specific measurement, Le. more or less than, bigger
or smaller than.

Paradigm The overall effect of the acceptance of a particular gen-
eral theoretical approach, and the influence it has an the scientises’
view of the world. According to Kuhn, normal scientific activity is
carried out within the terms of the paradigm.

Parameter A measurable characteristic or feature that is shared in
different populations,

Parsimony Economy of explanation of phenomena, especially in for-
mulating theories.

Participant Someone who takes part in a research project as a sub-
ject of study. This term implies that the person takes an active role
in the research by performing actions or providing information.

Pilot study A pre-test of a questionnaire or other type of survey on
a small number of cases in order to test the pmJ;xm and guality
of responses.

Plagiarism The taking and use of other people’s thoughts or writing
as your own. This is sometimes done by students who copy out
chunks of text from publications or the Internet and include it in
their writing without any acknowledgement to its source.

Population A collective term used to describe the total quantity of
cases of the type which are the subject of the study. It can consist
of objects, people and even events.

Positivism An epistemological stance that maintains that all phe-
nomena, incuding social, can be analysed using scientific method.
Everything can be measured and, if only one knew enough, the
causes and effects of all phenomena could be uncovered.

Postmodernism A mov that reacts againse the all embracing
theories of the Modern M and | on the inseparabl
links between knowledge and power.

Prediction One of the common objectives of research.

Primary data Sources from which researchers can gain data by
direct, detached observation or of ph na in
the real world, undisturbed by any intermediary interpreter. It is
a matter of philosophical debate as to what extent the detachment
and undisturbed state are possible or even desirable.
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